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Some definitions

Multiword expression (MWE)

A multiword expression is a combination of two or

more words whose semantic, syntactic, … properties

cannot fully be predicted from those of its components,

and which therefore has to be listed in a lexicon.

Collocation 
A sequence of words or terms that co-occur more often than 

would be expected by chance. Can be extracted statistically.

Salience 
How representative an expression is within a specialized corpus. 

Can be extracted statistically.



  

Examples

MWE

kick the bucket (idiom)

throw <somebody> to the lions

Collocations

strong tea

the rich and famous

Salient expression

a quality player



  

Collocation vs MWE

MWE

non-compositionality: semantically (semi-)opaque

non-modifiability: syntactically rigid

non-substitutability: lexically determined

Collocation

the constraints applied to MWE can be relaxed. 
Statistical approach works fairly well to find 
collocations.



  



  



  



  



  



  



  



  



  



  



  

Offset = nb words between two words + 1



  



  



  



  



  



  



  



  



  

Corpus size = 14307668 words



  



  

Problems with MI (see previous slide)

Some collocations move up as we have more data

– marijuana growing

Some non-collocations move down as we have more data

– Reds survived

But still many bigrams with an inflated MI

– fewest visits

– Schwartz eschews

(Experiment with CQPweb)



  

Salience



  

Discriminative power



  



  

Practical session
Download assignment_ut-hood.tar.gz: 

$ wget http://alfclul.clul.ul.pt/crpc/curso/CL2012/files/collocations.tar.gz

Unzip it: 

$ tar xvzf assignment_ut-hood.tar.gz

You will now have:

Five directories:

• /RC-en: a reference corpus in English

• /RC-pt: a reference corpus in Portuguese

• /Politics: a specialized corpus in English

• /Misterioso: a specialized corpus in Portuguese

• /lib: library of Perl programs

Three files: compute_salience.sh, idf.pl and mi.pl



  



  

Salience on the English corpus

Compute the salience of n-grams from the specialized Politics 
corpus

$ ./compute_salience.sh en n Politics     will create

en_n_Politics.model     

• the salience values (r in the logg-odds ratio formula)

en_reference_tok_fqs_n_Politics  

• n-gram token frequencies (c in the logg-odds ratio formula)

en_specialize_tok_fqs_n_Politics 

• n-gram token frequencies (a in the logg-odds ratio formula)

en_reference_doc_fqs_n_Politics 

• n-gram document frequencies (to compute IDF)

en_specialize_doc_fqs_n_Politics 

• n-gram document frequencies (to compute IDF)



  

Loking at the most/least salient 
terms

The most salient n-gram:
$ head en_n_Politics.model

The least salient n-gram:
$ tail en_n_Politics.model



  

The most/least frequent terms

The most frequent n-gram:

$sort -k2gr en_specialized_tok_fqs_n_Politics | head

The least frequent n-gram:

$sort -k2gr en_specialized_tok_fqs_n_Politics | tail



  

Terms appearing in most/least 
documents

The most frequent n-gram

$sort -k2gr en_specialize_doc_fqs_n_Politics | head

The least frequent n-gram

$sort -k2gr en_specialize_doc_fqs_n_Politics | tail



  

Inverse Document Frequency

The most discriminating n-grams:
$ ./idf.pl en_specialize_doc_fqs_n_Politics | sort -k2gr | head

The least discriminating n-grams:

$ ./idf.pl en_specialize_doc_fqs_n_Politics | sort -k2gr | tail



  

Finding interesting collocations
(2 tokens only)

The most interesting collocations for the 
specialized corpus:
$ ./mi.pl en_specialize_tok_fqs_1_Politics 

en_specialize_tok_fqs_2_Politics | sort -k2nr | head

The most interesting collocations for the reference corpus:

$ ./mi.pl en_reference_tok_fqs_1_Politics 
en_reference_tok_fqs_2_Politics | sort -k2nr | head
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